
1. Introduction
In numerical weather prediction, data assimilation (DA) is essential to enhance state estimation by optimally 
combining model forecasts and observations. The abundance of observations in recent years has significantly 
improved the analyses and forecasts through advanced state estimations. However, the growing number of obser-
vations from various platforms also heightens the need for techniques that can monitor the impact of individual 
observation in DA.

The Forecast Sensitivity to Observation (FSO) proposed by Langland and Baker (2004, hereafter LB04) is an 
advanced approach for estimating observation impact without conducting data-denial (with and without observa-
tions) experiments. FSO attributes the differences between the forecasts initialized with (e.g., from analysis) and 
without DA (e.g., from background) to individual observations using adjoint formulation, and it has been widely 
applied to variational DAs in operational and research centers (Cardinali, 2009; Lorenc & Marriott, 2014; Zhang 
et al., 2015; Zhu & Gelaro, 2008).

For the ensemble-based DA, Li et al. (2010) and Liu and Kalnay (2008) first introduced the Ensemble Forecast 
Sensitivity to Observation (EFSO) for the local ensemble transform Kalman filter (LETKF, Hunt et al., 2007). 
Unlike FSO, EFSO utilizes the ensemble information from DA instead of adjoint/tangent linear models, making 
it applicable to models without a tangent-linear model. Kalnay et  al. (2012, hereafter K12) further refined 
the EFSO formulation, making it simpler and applicable to all ensemble Kalman filters (EnKFs). EFSO has 
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been implemented on the National Centers for Environmental Prediction (NCEP) Global Forecasting System 
(GFS)-EnKF, demonstrating its effectiveness in quantifying the impacts of observations from different platforms 
(Ota et al., 2013). Lien et al. (2018) employed EFSO to aid data selection and guide observation use for new 
measurements in DA. A proactive quality control (PQC) system that removes instantaneous detrimental obser-
vations based on EFSO has been shown to be effective in enhancing the analyses and forecast quality (Chen & 
Kalnay, 2020; Hotta et al., 2017).

While EFSO has gained popularity in atmospheric DA, it has not been applied to ocean or coupled systems to 
the best of our knowledge. The development of oceanic EFSO faces two primary challenges: sparse observations 
and the absence of a suitable error norm. Unlike the atmosphere, the inherent scarcity of oceanic observations 
introduces greater uncertainties in the analyses, resulting in a reference state with larger uncertainties in oceanic 
EFSO than in atmospheric EFSO. This issue could potentially weaken the robustness of oceanic EFSO.

Oceanic EFSO requires an error norm that can incorporate forecast errors for salinity and sea temperature, which 
are fundamental and operationally assimilated variables in ocean models. The error norm aims to integrate 
comprehensive impacts in a single scalar, enabling the quantification of forecast errors for different variables 
using a unified unit in the EFSO. For example, the atmospheric EFSO commonly uses the dry and moist energy 
norms (Ehrendorfer et al., 1999) to encompass the forecast errors of key meteorological variables, such as wind, 
temperature, and surface pressure, into an energy term. In contrast, salinity lacks a direct association with a 
known energy term like atmospheric variables, posing a significant obstacle in oceanic EFSO development.

This study introduces a new oceanic EFSO by first addressing the error norm challenge. We propose a novel 
ocean density-based error norm that simultaneously incorporates sea temperature and salinity. The oceanic EFSO 
is implemented on the CFSv2-LETKF (Sluka, 2018), an atmosphere-ocean coupled system, to investigate the 
impacts of ocean observations within a weakly coupled DA (WCDA) framework (Penny et al., 2017; Penny & 
Hamill, 2017).

2. Model and Methodologies
2.1. The CFSv2-LETKF System

The CFSv2-LETKF is an operational-like coupled DA system incorporating version two of the NCEP Climate 
Forecast System (CFSv2, Saha et al., 2010, 2014) and the LETKF (Hunt et al., 2007). The CFSv2 is a fully 
coupled atmosphere-ocean-land-sea ice model that provides global retrospective forecasts, reanalysis, and oper-
ational seasonal predictions. The NCEP GFS and the Geophysical Fluid Dynamics Laboratory Modular Ocean 
Model version 4 (MOM4, Griffies et al., 2004) perform atmosphere and ocean simulations, respectively. The 
4-level Noah land surface model presents the land components as part of the GFS model with dynamic vegeta-
tion. A sea ice model (Winton, 2000) simulates ice dynamics, vertical thermodynamics, ice transport, and surface 
albedo.

The LETKF is employed to update the CFSv2 atmosphere and ocean ensembles. The CFSv2-LETKF consists of 
GFS-LETKF (Lien et al., 2013) and MOM-LETKF (Penny et al., 2013, 2015). The background error covariance 
of LETKF is estimated from CFSv2 forecast ensembles, presenting flow-dependent characteristics in its error 
statistics. For a coupled system, the state vector x includes atmosphere and ocean components. Namely,

𝐱𝐱 =

[

𝐱𝐱
ATM

𝐱𝐱
OCN

]

. 

In the CFSv2-LETKF, the atmospheric analysis variables (x ATM) are winds, air temperature, moisture, and surface 
pressure. The oceanic analysis variables (x OCN) are sea temperature (T) and salinity (S). This study focuses 
on WCDA, where the x ATM and x OCN are updated independently with observations in their respective domains 
(Figure S2 in Supporting Information S1). Despite the absence of cross-domain increments in DA, changes made 
in one domain (e.g., ocean) can still influence the other domain (e.g., atmosphere) through coupled forecasting.

2.2. The Ensemble Forecast Sensitivity to Observation (EFSO)

This section briefly introduces the EFSO formulation following K12. Detailed derivation and a schematic figure 
can be found in Text S1 and Figure S1 in Supporting Information S1. Here, 𝐴𝐴 𝐱𝐱

𝑔𝑔

𝑡𝑡
 and 𝐴𝐴 𝐱𝐱

𝑓𝑓

𝑡𝑡
 are the forecasts at time t 



Geophysical Research Letters

CHANG ET AL.

10.1029/2023GL103154

3 of 11

initialized from the background and the analysis at time 0, respectively. The corresponding forecast errors 𝐴𝐴 𝒆𝒆
𝑔𝑔

𝑡𝑡
 and 

𝐴𝐴 𝒆𝒆
𝑓𝑓

𝑡𝑡
 are verified against the reference state 𝐴𝐴 𝐱𝐱

𝑣𝑣
𝑡𝑡
 at time t and can be represented as:

𝒆𝒆
𝑓𝑓

𝑡𝑡
= 𝐱𝐱

𝑓𝑓

𝑡𝑡
− 𝐱𝐱

𝑣𝑣
𝑡𝑡 , 𝒆𝒆

𝑔𝑔

𝑡𝑡
= 𝐱𝐱

𝑔𝑔

𝑡𝑡
− 𝐱𝐱

𝑣𝑣
𝑡𝑡 . (1)

This study uses the subsequent CFSv2 analysis as the reference state. Following LB04, the forecast error reduc-
tion (or increase) ∆e 2 is defined as:

∆�2 = ���
T� ��� − ���

T� ��� =
(

��� − ���
)T�

(

��� + ���
)

≈
[

�
(

��0 − ��0
)]T

�
(

��� + ���
)

=
[

�����
]T�

(

��� + ���
)

.
 (2)

The superscripts a and b represent the analysis and background, respectively. 𝐴𝐴 𝐱𝐱
(⋅) is the ensemble mean. 

𝐴𝐴 𝐴𝐴𝒚𝒚𝑜𝑜 = 𝒚𝒚0 −𝐇𝐇

(

𝐱𝐱
𝑏𝑏

0

)

 , where yo denotes observations, and H is the linear observation operator. M represents the 
tangent linear forecast model (TLM), and K is the Kalman gain. C is the forecast error norm.

K12 extends the adjoint-based cost function (Equation 2) to a simpler, TLM-free form for ensemble-based DA 
by assuming 𝐴𝐴 𝐊𝐊 =

(

1

𝑘𝑘−1

)

𝐗𝐗
𝑎𝑎

0
𝐗𝐗

𝑎𝑎

0

T
𝐇𝐇

T
𝐑𝐑

−1 and 𝐴𝐴 𝐗𝐗
𝑏𝑏
𝑡𝑡
≈ 𝐌𝐌𝐗𝐗

𝑎𝑎

0
 , where 𝐴𝐴 𝐗𝐗

(⋅) represents the perturbation departure from the 
mean state, and k is the ensemble size. Thus, Equation 2 becomes (Equation 6 in K12):

(

∆𝒆𝒆2
)EFSO

=

(

1

𝑘𝑘 − 1

)

𝛿𝛿𝒚𝒚𝑇𝑇
𝑜𝑜

[

𝜌𝜌◦𝐑𝐑−1(HX
𝑎𝑎

0
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(
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𝑓𝑓

𝑡𝑡
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𝑔𝑔

𝑡𝑡

)

]

, (3)

where R is the observation error covariance. 𝐴𝐴
(

∆𝒆𝒆2
)EFSO is the EFSO estimation, where a negative (positive) sign 

represents the beneficial (detrimental) observation for the forecast verified at time t. ρ is the localization matrix whose 
row is the weighting for each observation, and the symbol ° denotes the element-wise multiplication (Schur product).

The EFSO can be estimated by different error norms. For oceanic EFSO, we propose an ocean density norm that 
naturally incorporates the forecast error reductions for the dominant prognostic ocean variables T and S:

���� = 1
2
1
� ∫

�

⎡

⎢

⎢

⎣

∫
�

�′(T, S, �, �)2��
⎤

⎥

⎥

⎦

��, (4)

where d′ denotes the perturbation of the converted ocean density. L is the target region. The density conversion is 
conducted using the Thermodynamic Equation of Seawater-2010 (TEOS-10, McDougall & Barker, 2011), where 
functions involving ocean T, S, latitude (θ), and vertical ocean depth (z) are applied to estimate the density pertur-
bation. The detailed conversion process using TEOS-10 is described in Text S2 in Supporting Information S1.

3. Experimental Design
Our model configuration closely follows the operational CFSv2 (Saha et al., 2010). The atmosphere model reso-
lution is spectral T126 (∼1°) with 64 vertical levels (up to 0.02 hPa). The ocean model has 40 vertical subsurface 
layers with a resolution of 10 m near the surface (top layer at 5 m), and the horizontal resolution is 0.25° near the 
equator (10°S to 10°N latitude band) and 0.5° elsewhere.

The 40 ensembles were initialized from the NCEP CFS Reanalysis (CFSR) and a 4-month free run was conducted 
to establish sufficient ensemble spread. Then, a 2-month DA cycling was carried out from 00 UTC 1 January 
2010 as a spin-up, followed by the 1-month experiments from 00 UTC 1 March to 18 UTC 31 March 2010. The 
flowchart of the experiment is in Figure S3 in Supporting Information S1.

We assimilated the conventional data (e.g., no radiance, GPS radio occultation, and precipitation data) from the 
NCEP PREPBUFR every 6 hr (00, 06, 12, 18Z) for the atmosphere. For ocean DA, the NOAA Geo-Polar Blended 
level-4 Sea Surface Temperature (L4SST) (Maturi et al., 2017) with 0.25° resolution (∼27 km) and the ocean T 
and S profiles from the World Ocean Database (Boyer et al., 2013) were assimilated daily at 12Z.

Localizations were applied using a compactly supported fifth-order piecewise function (Equation 4.10 in Gaspari 
& Cohn, 1999) with a horizontal length scale of 500 km and a vertical e-folding scale of 0.4 scale height for 
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atmospheric observations. For ocean DA, the horizontal localization length varies from 80 to 300 km depending 
on latitudes, and the vertical length scale is 50 m. The covariance inflation is the relaxation to the prior spread 
(RTPS) method (Whitaker & Hamill, 2012) with a rate of 0.9 for the atmosphere and 0.95 for the ocean. Note 
that the RTPS inflates analysis ensembles after assimilation, which would magnify the Kalman gain in EnKF 
(Equation 5 in Ota et al., 2013), and in turn, may lead to an overestimation of the forecast error reduction, magni-
fying  the EFSO value compared to the original formulation without changing its sign (Kotsuki et al., 2019).

The oceanic EFSO values were estimated daily at 12Z, with subsequent analyses serving as the reference state. The 
evaluation forecast length is 24 hr. Due to the relatively short timescale, lower resolution, and limited representa-
tion of the surface ocean dynamics in the CFSv2, the moving localization in K12 for ocean current motions (e.g., 
at approximately 10 cm/s) is not necessary for this study. However, in reality, the strength of currents can be an 
order of magnitude larger in certain regions, and these currents can present meandering behavior from hour to 
hour, leading to wider fluctuations in current speed at specific locations. Thus, models that simulate fine ocean 
surface conditions should consider incorporating moving localization to reflect real-world situations accurately.

4. Results
4.1. Geographical Impacts of Satellite SST and Ocean Profiles

This section investigates the geographical significance and relative importance of L4SST and ocean profiles using 
EFSO. The L4SST are globally and uniformly distributed data, making them ideal for illustrating the geograph-
ical significance of ocean observation impacts near the surface. On the other hand, ocean profiles consist of 
diverse in situ measurements from sources like buoys, Argo floats, and ships, which are more abundant in the 
Tropics, coastal regions, and along ocean currents, as shown in Figures 1b and 1c. The vertical impacts of ocean 
profiles are further discussed in Section 4.2.

Figure 1 shows the monthly-mean EFSO estimation for L4SST (Figure 1a) and the snapshots of the EFSO estimations 
for T (Figure 1b) and S (Figure 1c) profiles per assimilated observation. First, the averaged negative EFSO values 
indicate that assimilating L4SST and profiles benefits the CFSv2 forecast. Second, areas with higher climate variabil-
ities, such as the eastern equatorial Pacific Ocean, the Gulf Stream in the Atlantic Ocean, and the Kuroshio Current in 
the North Pacific, exhibit more significant observation impacts (Figure 1). That is attributed to the larger uncertainties 
(e.g., ensemble spread) in these areas, which leads to more substantial corrections from observations during DA.

Notably, two cyclonic (TC) features in the southwestern Pacific Ocean, associated with the TCs Tomas and 
Ului (2010), represent substantial EFSO values (Figure 1a). Storm activities can induce upper ocean perturba-
tions through thermal (e.g., latent heat fluxes from evaporations and precipitation) and dynamic (e.g., turbulent 
mixing by surface winds) processes, resulting in notable error fluctuations in the ocean state (Bueti et al., 2014; 
Emanuel, 2001; Sriver et  al., 2010). As a consequence, larger EFSO values emerge along storm tracks. This 
finding highlights the significance of air-sea interactions between the upper ocean and TCs on ocean DA, even 
within a WCDA framework. Therefore, ocean observations along storm tracks and in areas with high SST varia-
bility hold greater influence for DA, and the presence of TCs should be considered when designing future ocean 
observing systems. An illustration of how SST observation impacts may vary during TC events is presented in 
Text S5 in Supporting Information S1.

4.2. The Vertical Characteristics of Ocean Observation Impacts

The ocean T and S profiles consist of multi-platform observations collected at various depths and locations in 
the ocean, spanning from the surface to over 1000 m depth. However, the majority of these profiles (>75%) are 
within the mixed layer (Figures 2a and 2d). For simplicity, we define the mixed layer as the top 200 m of the 
ocean, as a globally averaged thickness, although its thickness can vary with seasons and location.

Figures 2b and 2e are the zonal mean EFSO estimation per observation of T and S profiles. The negative mean 
EFSO values suggest assimilating the profiles benefits all ocean levels. However, the observation impacts vary 
based on latitudes and depths. The most significant impacts are within the tropical mixed layer (Figures  2b 
and 2e) due to the more active dynamics in that region, such as increased flux exchanges, mixings, wind-driven 
turbulence, and storm activities. These factors contribute to significant variations in forecast errors, resulting in 
larger EFSO estimations.



Geophysical Research Letters

CHANG ET AL.

10.1029/2023GL103154

5 of 11

Figure 1. Geographical distribution of (a) the monthly-mean Ensemble Forecast Sensitivity to Observation (EFSO) of 
level-4 Sea Surface Temperature (L4SST) and the snapshots of EFSOs of the (b) T and (c) S profiles on 10 March 2010. The 
corresponding EFSO for each observation is shown with colors, where blue (red) represents beneficial (detrimental) impacts. 
For the ocean profiles, the displayed values are the EFSO estimations of the entire water column.
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Noticeable EFSO impacts are also observed in areas linked to deep-water formation and water mixing around 
40°N (Figures  2b and  2e). Here, the Kuroshio Current and the Atlantic meridional overturning circulation 
contribute to substantial T and S gradients (Wang et al., 2010, Figures 1 and 2) (Figure S6 in Supporting Infor-
mation S1), resulting in considerable density variations and, consequently, more significant observation impacts.

Furthermore, we observed slight degradations in the upper ocean above 65°N (highlighted in red in Figures 2b 
and 2e). That is possibly due to the presence of sea ice, which leads to more complex density conversion. As 
this study employs a density norm based on seawater, further investigations into sea ice EFSO would be needed.

Figures 2c and 2f are the positive rates of T and S profiles, respectively. Additional time series of the positive 
rates is shown in Figure S4 in Supporting Information S1. The positive rate is the percentage of the beneficial 
observation amount among all assimilated observations. The positive rates are approximately 60% for T profile 
and around 70% for S profile and are not sensitive to depth changes. This result aligns with Hotta et al. (2017), 
who found positive rates ranging from 55% to 74% for atmospheric observations in the GFS.

4.3. Fixed Versus Non-Fixed Ocean Observations

Ocean profiles can be broadly categorized as fixed and non-fixed types. Fixed observations, like moored buoys, 
are anchored at specific locations. Non-fixed observations, such as drifters and floats, drift with ocean currents and 
even move vertically between the surface and a mid-water level. Figure 3a shows the observation locations,  and 

Figure 2. The monthly mean of the (a, d) observation amounts, (b, e) the zonal-mean Ensemble Forecast Sensitivity to Observation (EFSO) estimations, and (c, f) the 
positive rate with respect to ocean depths. Variables shown here are the ocean T (a, b, c) and S profiles (d, e, f).
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Figure 3b compares their averaged beneficial rates. To ensure a fair comparison, we specifically compared the 
moored buoys with their adjacent non-fixed observations (black triangle in Figure 3a), excluding the potential 
impact due to different geographic locations. Details can be found in Text S3 in Supporting Information S1.

We found that the beneficial rate of the fixed moored buoy is consistently lower than the non-fixed observations, 
indicating that assimilating moored buoys yields less beneficial impacts than assimilating non-fixed observations. 
This finding aligns with Sivareddy et al. (2017), who found that assimilating moored buoys could potentially 
degrade the CFSv2 ocean analysis. A brief explanation of the cause is in Text S3 in Supporting Information S1.

It is worth noting that Sivareddy et al. (2017) draw the conclusion from conducting multiple trial-and-error exper-
iments. In contrast, we discovered the same phenomena with solely one experiment using EFSO, which clearly 
demonstrates the efficiency of EFSO in monitoring the observation impacts on DA.

We want to emphasize that EFSO estimation is not necessarily equivalent to the intrinsic quality of observation, as it 
depends on both the backgrounds and observations (Chen & Kalnay, 2020; Hotta et al., 2017; Lien et al., 2018). Thus, 
the relatively lower beneficial impact observed for moored buoys should not be interpreted as flaws in the instrument.

4.4. Data-Denial Experiments

To validate the oceanic EFSO estimation and explore its potential in improving CFSv2 forecasts, we conducted 
a 1-month offline (e.g., non-cycled) data-denial experiment. At each ocean analysis time (e.g., daily at 12Z), a 
new analysis was generated by assimilating only the beneficial ocean observations identified by EFSO. Then, 
we compared its subsequent forecasts with the original ones. The variables examined here are ocean T, S, and 
atmospheric 2-m temperature (T2m). The ocean T and S forecasts were verified with ocean profiles, and the 
atmospheric T2m forecast was evaluated with the European Centre for Medium-Range Weather Forecasts reanal-
ysis v5 (ERA5). Given that approximately 90% of rejected ocean observations were located above 250 m depth 
(Figures 4a and 4b), we expected most forecast improvements to occur in the upper ocean.

Figure 3. (a) The distribution of non-fixed ocean profiles (triangles) and moored buoys (red circles) on 1 March 2010 for T (upper) and S (lower) profiles. (b) The 
vertical distribution of the monthly-mean positive rate of the moored buoy (red) and non-fixed profiles (black) for T (left) and S (right) profiles.
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Figure 4c shows the monthly mean squared error differences between the EFSO-refined and original forecasts. As 
expected, most improvements occur within the mixed layer. The T forecasts for all levels significantly improved by 
removing detrimental observations (Figure 4c). In contrast, the S forecast was notably improved within the mixed 
layer but slightly degraded in the thermocline. A potential cause is the scarcity of S observations after data removal. 
Removing an excessive number of observations simultaneously in the thermocline may negatively impact the salin-
ity analysis, especially given the limited number of S observations available. Hotta et al. (2017) have shown that 
removing all the detrimental observations does not guarantee the best result. Moreover, removing one observation 
may benefit one variable while being detrimental to another. This effect is more pronounced in the thermocline 
than in the mixed layer due to the strong correlation between T and S in the thermocline. Despite the slight degrada-
tion in thermocline S, noticeable improvement remains apparent in the mean S forecast for the entire water column.

Finally, we extended the CFSv2 forecast to 5 days and evaluated the relative forecast improvement (hereafter 
RFI), which is calculated as:

relative forecast improvement (RFI) =
𝑒𝑒
𝑓𝑓

original
− 𝑒𝑒

𝑓𝑓
new

𝑒𝑒
𝑓𝑓

original

× 100%. 

Figure 4. The averaged total and removed observation amount for the (a) T and (b) S profiles. (c) The monthly-mean differences (EFSO-refined minus original) in 
mean-squared errors (MSE) of the 24-hr forecasts. (d) The monthly-mean relative forecast improvement (%) of the ocean T (blue), S (red) in the mixed layer, and the 
atmosphere T2m (yellow) forecasts.
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where the 𝐴𝐴 𝐴𝐴
𝑓𝑓
new

 and 𝐴𝐴 𝐴𝐴
𝑓𝑓

original
 are the error of the forecasts initialized from the EFSO-refined and original analyses. 

So, a positive RFI means the EFSO-refined forecast is more accurate than the original, and vice versa. Figure 4d 
shows the monthly mean RFI of the mixed layer T and S, and the T2m, for the CFSv2 5-day forecasts. It is 
impressive that the EFSO-refined improvements last for at least 5 days for CFSv2 ocean forecasts and 2 days for 
the atmosphere T2m forecast. This result demonstrates that the improvements in the ocean state can affect the 
atmosphere through air-sea flux exchanges, consequently enhancing the CFSv2 forecasts (Figure S7 in Support-
ing Information S1).

The degradation of T2m forecasts over 72 hr may result from the ocean data selection strategy. In an alternative 
experiment, we removed observations with detrimental EFSO values exceeding five standard deviations (∼2% 
of all observations) instead of removing all. This adjustment leads to less pronounced RFI in both the ocean and 
atmosphere. However, it extended the beneficial impact on T2m forecasts, sustaining improvements for up to 
96 hr (Figure S8 in Supporting Information S1).

This result suggests that certain ocean observations may negatively affect ocean density while benefiting the 
atmosphere, highlighting the importance of considering atmospheric impacts when applying quality control to 
ocean observations in a coupled system, even within WCDA. Further in-depth investigations are needed for a 
comprehensive understanding and to provide insights into optimizing the data selection strategy.

5. Summary and Discussion
This study introduces a novel density-based norm for oceanic EFSO and applies it to the operational-like 
CFSv2-LETKF. We explore ocean observation impacts within the WCDA framework and validate the impact 
estimation and feasibility of enhancing CFSv2 forecasts through a 1-month data-denial experiment. Our results 
demonstrate that oceanic EFSO can effectively identify the impact of each ocean observation, including L4SST 
and ocean profiles. Key findings include:

1.  Ocean observations in the regions with higher variabilities, ocean current overturning, mixed water areas, and 
storm tracks have more significant impacts and can be more useful for DA.

2.  The EFSO positive rate for non-fixed observations is consistently higher than for moored buoys, agreeing with 
Sivareddy et al. (2017) that assimilating moored buoys may instead degrade the CFS ocean analysis.

3.  The CFSv2 forecasts significantly improved by removing detrimental ocean observations detected by EFSO. 
The improvements in the forecasts can last at least 5 days for the ocean and 2 days for the lower atmosphere.

Encouraged by these results, potential future directions for oceanic EFSO applications are proposed. First, it 
is promising to extensively apply oceanic EFSO as a data selection strategy (e.g., PQC, Hotta et al., 2017) to 
improve CFSv2 analysis and forecasts. Second, extending the density norm to an ocean energy norm that incor-
porates impacts related to ocean height is worth exploring (Text S3 in Supporting Information S1). This approach 
aligns the unit of ocean energy norm with the atmospheric energy norm, allowing EFSO to be applied with 
strongly coupled DA (SCDA). However, more investigations would be needed to adapt EFSO to SCDA.

Another future direction is applying EFSO to advanced ocean models with more explicit simulation of surface 
ocean dynamics and coupling effects. The CFSv2 model used in this study has limitations in representing sea 
surface and boundary dynamics due to its low resolution and absence of wave models. One potential approach is 
employing the proposed energy norm (Text S3 in Supporting Information S1) to account for forecast errors in T, 
S, and sea surface height, thereby considering changes in ocean currents.

Finally, exploring a novel extension for EFSO to adapt to advanced coupled data assimilation (CDA), such as the 
Ensemble Tangent Linear Model (ETLM, Bishop et al., 2017), is essential. ETLM uses ensemble information 
to calculate TLM, largely enhancing the feasibility of variational CDA. Strategies for incorporating EFSO into 
advanced CDA approaches like ETLM would be another exciting topic for future exploration.

Data Availability Statement
The CFSv2-LETKF (Sluka,  2018) code is available at https://github.com/UMD-AOSC/CFSv2-LETKF. The 
TEOS-10 tool (McDougall & Barker, 2011) can be downloaded here: https://www.teos-10.org/software.htm#1 
(version 3.05). The CFSR (Saha et  al.,  2010) data can be found: https://www.ncei.noaa.gov/access/metadata/

https://github.com/UMD-AOSC/CFSv2-LETKF
https://www.teos-10.org/software.htm
https://www.ncei.noaa.gov/access/metadata/landing-page/bin/iso?id=gov.noaa.ncdc:C00765
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landing-page/bin/iso?id=gov.noaa.ncdc:C00765. The NOAA GHRSST (Maturi, 2014; Maturi et al., 2017) are 
from: https://www.star.nesdis.noaa.gov/pub/socd2/coastwatch/sst_blended/sst5km/night/ghrsst/.
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